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We have made some additional calculations on the effects of paramagnetic impurities in superconductors, 
using the Abrikosov-Gor'kov theory as our starting point and taking full advantage of the information con­
tained in the Green's function of the system. The density of states in energy has been computed for different 
values of the inverse collision time for exchange scattering T. The (half) excitation energy gap QG (as dis­
tinguished from the order parameter A) is defined to be the energy at which the density of states vanishes. 
The temperature-dependent order parameter has been computed for different values of r , and from this, the 
behavior of QG (T) is determined. A comparison with tunneling experiments shows a disagreement of about 
30%. The thermodynamic properties of the system follow from the density of states; the critical field and 
the discontinuity in the specific heat at the critical temperature are calculated in considerable detail. Ex­
pressions for the penetration depth and complex conductivity are obtained, and numerical results are pre­
sented for the case T = 0°. The real part of the conductivity at T==0° is shown to be zero for frequencies less 
than 2 QG and proportional to the square of the density of states for vanishingly small frequencies in the gap-
less region of impurity concentrations. 

I. INTRODUCTION 

IN an interesting article1 Abrikosov and Gor'kov in­
vestigated the effects of paramagnetic impurities on 

superconductors. They found first of all that the transi­
tion temperature decreases sharply with increasing im­
purity concentration and goes to zero at a critical con­
centration nc

l. Furthermore, there exists a region of 
concentrations where the gap in the excitation energy 
spectrum is zero even though the substance is still a 
superconductor in the sense of having pair correlations 
and a nonzero transition temperature. This last result is 
striking because the BCS theory2 contains only the 
single parameter A which is at the same time the energy 
gap and a measure of the pair correlation. Measure­
ments of the energy gap and of the transition tempera­
ture Tc as a function of the concentration of paramag­
netic impurities3 show that the gap decreases much more 
rapidly than does the critical temperature, thereby 
giving support to the results found by Abrikosov and 
Gor'kov (AG). 

In contrast to the case of nonmagnetic impurities, 
paramagnetic impurities give rise to a real lifetime effect. 
Because of the spin-exchange scattering, the lifetime of a 
pair state is no longer infinite and this results in a rapid 
decrease in the ordering and therefore in the transition 
temperature. This can be understood when one realizes 
that the impurity-spin-electron-spin interaction Hamil-
tonian is not invariant under a time-reversal transforma­
tion. (The ordinary impurity interaction is invariant 
under time reversal and allows us to form pairs from 
time-reversed states with an essentially infinite lifetime.) 
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This fact was noted by de Gennes and Sarma4 and 
Phillips.5 The energy gap QQ has a simple interpretation 
in the light of the density of states in energy of the states 
broadened by scattering, and it can be zero even though 
there exists an ordered state whose free energy is less 
than that of the normal state. In fact, if one defines a 
temperature Tc

f for which the energy gap goes to zero, 
it turns out to be always smaller than the true critical 
temperature Tc so that for any value of the impurity 
concentration, there is a range of temperatures near Tc 

for which the energy gap is zero. 
The problem of a superconductor containing para­

magnetic impurities is very similar to the problem of an 
ordinary impure superconductor in the presence of an 
external current or magnetic field.6 Here the time-
reversal invariance is removed by the external disturb­
ance, and one again encounters a distinction between 
the energy gap tiG and the ordering parameter A. 

We have extended the calculations of AG making 
fuller use of the Green's-function formalism to derive 
results that have more general validity than those of 
AG, and to derive new results for the electromagnetic 
properties. Section I I is devoted to a derivation of the 
self-consistent equations for the self-energies in a way 
that differs slightly from AG and stresses the role of the 
time-reversal operation. In the next two sections we 
rederive some of the previous results for the critical 
temperature and order parameter and present the results 
of our numerical calculation of the density of states and 
order parameter together with a comparison with the 
experimental data of Reif and Woolf. Section V is 
devoted to the thermal properties, in particular, the 
specific heat and critical field. In the last section we 
evaluate the electromagnetic response—the presence of 
the Meissner effect for all impurity concentrations less 

4 P. G. de Gennes and G. Sarma, J. Appl. Phys. 34, 1380 (1963). 
6 J. C. Phillips, Phys. Rev. Letters 10, 96 (1963). 
6 K. Maki, Progr. Theoret. Phys. (Kyoto) 29, 10, 333, 603 

(1963). 
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than tie1, the penetration depth, and the frequency-
dependent conductivity. The great advantage of our 
approach is the natural way in which the distinction 
between the energy gap tig and the order parameter A 
arises when one emphasizes the effect of impurities on 
the density of states. 

II. SELF-ENERGIES 

The paramagnetic impurities give rise to a perturbation 

JCixnp( r ) = 2 : . { , i ( r _ R . ) + z ; 2 ( r _ R . ) S . . s } ^ (2.1) 

where R; denotes the position of the impurity i with the 
free spin S», and s is the electronic spin operator. The 
positions of the impurities are presumed to be random 
and the impurity spins are uncorrelated with each other. 
The first term describes collisions which do not involve 
the electron spin and would be the only perturbation 
present if the impurities were not paramagnetic. The 
second term describes the specific interaction between 
the electron and impurity spins and permits a reversal 
of the electron spin in a collision, 

We use the Nambu7 notation in the mathematical 
development, and in this notation, the impurities affect 
both the diagonal [Mo(k)2 and the off-diagonal [_Mi(k)~] 
self-energies as shown in Figs. 1(a) and 1(b). The order 
parameter A is in essence an off-diagonal self-energy as 
shown in Fig. 1(c). The intermediate propagators are 
the complete ones: that is to say, they include both the 
superconducting interaction V and the effects of im­
purities. I t is essential that the three equations repre­
sented in Fig. 1 be solved as simultaneous equations, for 
it is only in this way that self-consistency can be 
achieved. We have been able to do this only in an 
approximate way; the propagators we use involve a 
(tensor) M averaged over the locations of the impurties 
and averaged over the orientations of the impurity spins 
S*. We therefore are using an averaged propagator, and 
the principal limitation this imposes is that we can­
not, with such propagators, investigate the possible 
fluctuations of the system. Within this limitation, we 
make some other and, we think, relatively minor ap­
proximations. The functions vx and v% are taken to be 
substantially Dirac 8 functions, which, in effect, means 
we neglect the dependence of the self-energies due to 
impurities on the propagation vectors. We also neglect 
crossing diagrams as making only a small correction. As 
a result of these simplifications, only collisions with the 
same impurity matter since all others vanish in aver­
aging over the positions of the impurities. The two parts 
of the perturbing potential do not mix, so that they can 
be dealt with separately. This is advantageous because 
it helps illuminate the role played by time-reversal 
symmetry. We write the reciprocal of the tensor propa­
gator (we use units in which ft= 1) 

g - 1 ^ € k T 8 - « T 0 - J / * + A T I (2.2) 
7 Y. Nambu, Phys. Rev. 117, 648 (1960). 

(b) 

f V \ 
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FIG. 1. Diagrams for evaluating the self-energy, (a) Diagonal 
part of the self-energy Mo*(k). (b) Off-diagonal part of the self-
energy Mi*(k). (c) V is the superconducting interaction. This 
diagram defines the self-energy A. The double line with arrows in 
the same direction represents the diagonal part of the propagator 
9- The double line with arrows opposed is the off-diagonal part of 
the propagator. The X's denote a (double) interaction with the 
same impurity. 

and 
J f ' = - ( « - J f 0*)ro+ ( A - J f i*)ri, (2.3) 

ri, T2, and r3 are the usual Pauli matrices and TQ is the 
unit matrix. The superscript i denotes the contribution 
made by the impurities. 

We rewrite (2.2) as 

g-^ekrs+Sri-coro, (2.4) 

and Figs. 1(a) and 1(b) yield, as contributions from the 
spin-independent part, 

/

dskf 

wi(k,k ,)r8g(* ,)wi(k , ,k) (2.5) 
(2TT)3 

= | i ( r 1 + r 2 ) ( d ) T o - S r 1 ) / ( « 2 - ^ ) i / S (2.6) 
where 

i ( r i + r2)=n**N0( I *i(k,k') 12>. (2.7) 

Here nl is the number density of impurities, No is the 
density of states of one spin at the Fermi surface, and 
the angular brackets denote an average over the solid 
angle between k and k', and both propagation vectors 
lie substantially on the Fermi surface. In the contribu­
tion from the spin-dependent part the r0 component 
contains the matrix element 

{k\vSi^\k')(k'\vSMh)9 

whereas the n component contains the matrix element 

(Tk\vSi^\Tkf)(kf\vSi^\k) 
= -(k\v<$i-s\kf){kf\v£i-s\k), 

that is to say, there is a sign reversal in the n component 
as compared to the r0 component. The average over the 
orientations of the impurity spin gives rise to the factor 
J 5 ( 5 + l ) . We let 

J ( I \ - T2) = n*rNQ( | »2(k,k012>iS(S+1), (2.70 
then 

Ml= (T&TO- r 2 A n ) . (2.8) 
(co2-A2)1/2 
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FIG. 2. The critical 
temperature Tc, the order 
parameter A(0), and the 
half-excitation energy gap 
Off(0) at T=0°, plotted 
as a function of the in­
verse collision time Y. 
The superscript P refers 
to the value when r = 0. 
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The diagram of Fig. 1(c) yields for the order parameter 
at r = 0 ° : 

N0V 
A = -

-can' 

Re-
( £ 2 - A 2 ) 1 / 2 

doo, (2.9) 

where we have introduced a cutoff at COD' for the super­
conducting interaction. To make a connection with the 
BCS theory when the impurity interaction is turned off, 
uD'=(aD

2+A2)1/2, where wj> is the BCS cutoff. In our 
weak-coupling approximation, this will have a negligible 
effect on the solution of the integral equation for A. 
However, it is important in the calculation of the free-
energy difference, which is proportional to A2. 

The three equations contained in (2.8) and (2.9) are 
to be solved simultaneously, or, (2.9) is to be solved with 

co=o)-{-iTi-

and 

A=A+?;IY 

(co2-A2)1/2 

A 

(2.10) 

(2.11) 
(£2__ A 2) l / 2 

These equations can be simplified by introducing 

u=a>/A (2.12) 

and r = r i - r 2 s o that 

uA—co-{-iT-

and 
( t t 2 - ! ) 1 ' 

NQV r»D' 
A(0,r) = / dcoRe-

-o)Df ( w 2 - ! ) 1 

(2.13) 

(2.14) 

where Re means real part. In connection with (2.12) and 
(2.13) we take the positive square root for co—•» co-\-i8 
and o) —» — oo — id, where 8 is a small positive number. 
Before leaving this section we state the results for non­
zero temperature. The usual factor of tanhj/fto occurs 
in (2.14) so that i t reads 

A(T: 

ruDf 

Jo 

1 
do) Re-

( w 2 - ! ) 1 ' 
• tanh^co, (2.15) 

where P=(KT)-1 and, in Eq. (2.13), A occurring there 

is A(r,r). 

III. CRITICAL TEMPERATURE 

The critical temperature Tc is the solution of (2.15) 
in the limit A(T,T) -> 0 or uA - » u+iT. This is 

Jo 

/•CO 

Jo 

da> Re-
co+ir 

tanh|^ca 

(3.1) 

dcx)~ 

w2+r2 
- tanh|/?ca). 

This reduces to the usual expression in the absence of 
the spin-dependent scattering when T —* 0. That is, in 
the presence of the paramagnetic impurities, the highly 
singular factor or 1 in the equation for the critical tem­
perature is replaced by the broadened function 
o?/(co2+r2)—indicating a true lifetime effect. For finite 
F, f3c must be larger than it is when T = 0. The presence 
of the impurities lowers the critical temperature. More­
over there is a critical concentration for which the 
critical temperature Tc vanishes. One recalls that 

l/NQV=\n(2uD/Ap(0)), (3.2) 

where Ap(0) is the gap at T= 0° for the pure material. 
Consequently, at the critical value of T, 

I crj 

N0> 

Therefore, 

1 2COD / COD2 \ i 

— = l n = § l n ( 1 + )«ln-
r
0v AP(O) \ r 2 / 

0)D 

rcr 

2 r c r = A p ( 0 ) . (3-3) 

For values of r < r c r one can express Tc in terms of \p 
functions \f/(x)=(d/dx) ln r (#) : 

in(2yyr«)=*(*+p)-iKi) (3.4) 

with P=T/2TTKTC. This is shown in Fig. 2 in the curve 
labeled Tc/Tc

p and, as shown there, this quantity 
vanishes when r /A p (0 ) = 0.50. The order parameter 
A ( r = 0 , r ) = A(0,r) may be calculated from (2.14) by 
using the contour shown in Fig. 3. One readily estab­
lishes that the contribution to the integral from the arc 
is purely imaginary so that we need integrate only along 
the imaginary axis. The result is, in agreement with that 
stated by Abrikosov and Gor'kov,1 

A(Q,r) 

V(0)~ 
A(Q,r) 

V(o)~ 

ln-

ln-

4 A(0,r) 
for r<A(o,r), 

:-in[r+(r2-i)1/2]H—(r2-i)1/2 (3.5) 
2r 

- j r a r c t a n ( r 2 - l ) - 1 / 2 for T > A ( 0 , r ) , 
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and r= r /A(0 , r ) . The behavior of A(0,T)/Ap(0) as a 
function of T/Ap(0) is shown in Fig. 2. One sees the 
very important result: the order parameter A(0,r) 
vanishes at the critical concentration. Before consider­
ing the temperature-dependent function A(T,T), it is 
useful to introduce the density of states, which we do 
in the next section. 

IV. DENSITY OF STATES 

I t is customary to work with the density of states in 
k space, but here it is much more convenient to consider 
the density of states in a> space. The reason is this: 
because of collision broadening, the energy of a given 
momentum state is spread throughout a region in k 
space whose width in k is TI/VF* On the other hand, the 
energy o> is conserved in each collision so that there is 
no broadening. We therefore evaluate the density of 
states N(co) as 

iNo r 
#(«) = / 

2 T y _ 
tf€Tr[Img(k,co)]. (4.1) 

Here N0 is the density of states at the Fermi surface and 
the factor of ^ is inserted to define the density of states 
for a single spin. The path of integration can be de­
formed so that one encircles the positive real axis in a 
negative sense. One finds 

N(u) = N0Re 
<y-l)1/2 

In the limit as V —> 0 this reduces to 

(4.2) 

Np(u) = N{ 
(a>2-A2)1/2 

= 0 otherwise, 

for |w|>A 

(4.3) 

which is the same as that described by the BCS theory. 
This is the result whatever the size of Ti. We find, 
accordingly, that nonparamagnetic impurities do not 
affect the parameter A, the critical temperature, or the 
density of states. The very small change in critical tem­
perature observed in the nonparamagnetic case is at­
tributable to a smearing out of anisotropic interaction. 
The equations (4.2) and (2.13) must be solved simul­
taneously to determine Ar(co). This, it should be 
remarked, depends on temperature by way of the 

FIG. 3. Contour of integration for 
determining the order parameter 
A(o,r). 

1.0 1.5 
6>/A(T) 

FIG. 4. The density of states in energy plotted as a function of 
the reduced energy for several values of the reduced inverse 
collision time T/A. A(T) is to be understood as A( r , r ) . 

parameter A. The solution is a numerical one and is 
achieved by setting 

u— coshz= cosh(x+iy), (4.4) 

where x and y are real. This substitution yields the 
cubic equation 

sin32;y+(w2+r2-l) sin2;y-2£r=0 (4.5) 

for y, where co and T are the corresponding quantities 
measured in units of A(r,T). The quantity x is deter­
mined by 

coshx cos2y=to cosy— T siny (4.6) 
and 

N(co) = No sinh2x(cosh2x- cos2y)~l. (4.7) 

The results of these numerical computations are shown 
in Fig. 4 where N(co)/N0 is plotted against co/A(r,r). 
The asymptotic curve is N(o))/N0=l, achieved when 
co/A(r,T) —> oo ; the dotted curve is that given by the 
BCS theory and corresponds to T=0. The curves for 
T^O start from zero at a value to< A and, for small T, 
rise steeply to a maximum and then approach the BCS 
curve. The value of the energy QG at which the curve 
rises from a zero value is the half-energy gap, the 
minimum energy for excitations. As the concentration 
of the paramagnetic impurities increases, £2<? decreases 
and so does the size of the maximum. &Q is zero when 
r / A = l and this value of T is another critical T, rcr '. 
The curves drawn by Phillips5 are a remarkably good 
estimate of those shown here. One essential point re­
vealed in these curves is that a distinction must be made 
between the gap ttG and the order parameter A(r,r) . 
The relation between these quantities can be obtained 
as follows: For a fixed value of T/A<1, Eq. (2.13) has 
real solutions for u which are less than unity for co/A 
sufficiently small. In this range of co, the density of 
states is zero, as can be seen from Eq. (4.2). The density 
of states departs from zero at the value of co(ft<?) at which 
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FIG. 5. The order parameter plotted as a function of temperature 
for several values of the inverse collision time. The superscript P 
refers to the value when r = 0 . The dashed curve is a boundary-
curve separating the gapless region from the region with a gap. 

on the impurity concentration. The value of this ratio, 
normalized to its value in the pure material, is plotted 
in Fig. 6. The limiting value of A(0)/KTC when r=T c r 

is V27T. Therefore, it is incorrect to assume the constancy 
of this ratio in any theory to explain the effects of para­
magnetic impurities.8 

Before proceeding further, it is of some interest to 
look at the integral equation for A(r,r) for nonzero but 
small temperatures to see how the solution changes 
qualitatively as one passes from the region with gap to 
the gapless region. If in Eq. (2.15) one uses tanhjj&o 
= 1 — 2(e/3a,+ l)~1, the term involving unity can be 
evaluated in the same way as was done in obtaining 
Eq. (3.5). The remainder is 

-2N0VI & o R e < y - l ) - 1 / V » + l ) - 1 . (4.11) 7 
u first becomes complex. Rewriting Eq. (2.13) as 

co = u— V-
(l-u2)m' 

one sees that the maximum value of the right-hand side 
occurs at u0=(l — r2/3)1/2 and that this point yields 
the gap 

r [ / r V 2/3-13/2 

1 - f e v J • (4-8) 
The ratio fi(?/Ap is plotted in Fig. 2 at zero temperature 
as a function of T/Ap(0). There is another critical con­
centration or another critical value of F, r c / , the one 
for which QG(Tor') = 0. This is 

or 
iy=A(o,r«/), (4.9) 

i y = 6T'/*Ap(0) = e-^2TCI=0.9ircr. (4.10) 

At any temperature there is a region of concentration 
(or a region of T) in which the material is superconduct­
ing but the excitation energy gap is zero. 

A numerical evaluation of A(T,T) for various values 
of r yielded the results shown in Fig. 5. The dotted 
curve in this figure is a boundary curve; the intersection 
with a full curve, for a particular value of T, gives the 
temperature at which the energy gap vanishes for that 
value of T, so that in the interval from this temperature 
to the corresponding critical temperature, the energy 
gap remains zero in magnitude. 

In determining the curves of Fig. 5, explicit use was 
made of the BCS relation between critical temperature 
and order parameter at zero temperature for the pure 
material. That is, Ap(0)/KTC

P was taken to be 1.76. One 
can see from the curves of Fig. 5 that the critical tem­
perature changes faster with impurity concentration 
than the order parameter at zero temperature. Thus, the 
ratio A(0,T)/KTC is no longer a constant, but depends 

For r / A ( r , r ) < 1, u is real and less than unity up to 
&<? so that the lower limit becomes 12<?. For sufficiently 
low temperatures, we can replace the temperature-
dependent factor in (4.11) by e-/3w. Because of the 
rapidly decreasing exponential factor, a good approxi­
mation is obtained by using the value of Re(^2—l)~1/2 

in the neighborhood of 0<?. A straightforward but in­
volved expansion of Eqs. (4.5) and (4.6) gives 

1 
Re-

(^ 2- l ) 1 / 2 <iV '2 
p2/3 

-(o)-fiG)1/2. (4.12) 

Substitution in Eq. (4.11) and use of Eq. (3.5) gives 
finally 

A(0)-A(D 

= (2x/3)^2-
O G 1 

r2/3/3 ; 

6 / f r r 1 

- f l ) e-w°. (4.13) !'2\ 4 A(0)/ 

For T/A(r , r )> l , ftG=0, the lower limit on the 
integral is 0 and Re(^2—1)_1/2 now rises linearly with co 
and is in fact (co/r)[(r/A)2—1]~1/2. Again relying on 
the rapid drop in the remainder of the integrand to cut 
out the large co contribution to the integral (4.11), we 

2.5 h 

2.0 

1-0 

r 
AfO) 

r K V 

L 

— T „ . , _ , , . . , , i -, 

KT£ j 

yS -

FIG. 6. Deviation from 
the law of corresponding 
states for a supercon­
ductor containing para­
magnetic impurities. 

.2 .3 

rj/&p(o) 
8 See, for example, H. Suhl and B. T. Matthias, Phys. Rev. 114, 

977 (1959). 
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r/Ap(o) 

FIG. 7. Critical temperature and half-energy gap at T/Tc=0.25 
as a function of r /A p (0) . The open circles and triangles are the 
experimental points for the critical temperature and half-energy 
gap respectively as measured by Reif and Woolf. The dashed 
curve is their linear extrapolation of the low-impurity-concentra-
tion^ points. The triangle at r /A p (0)=0.3 is roughly the concen­
tration at which no gap is observed. 

get using Eq. (3.5) 

6 A(0) 

r ( f 0
2~l) 1 / 2 r0 I"1 

X I arctan(r0
2-l)-1 / 2 , (4.14) 

L 2f0 2 J 

for r/A(r,r)>i with r0=r/A(o). 
We see that near the absolute zero of temperature, the 

deviation from A(0) is exponential in temperature but 
becomes quadratic in the gapless region. Note that 
(4.13) does not go over smoothly into (4.14) since as 
fi(? •—> 0 for some values of T, {3&G is no longer large and 
therefore the Fermi function cannot be replaced by the 
exponential. Furthermore the expansion (4.12) is not 
valid for very small V and one cannot recover the pure-
material value from (4.13). 

An expression for A ( r , r ) near the transition tem­
perature for arbitrary value of T can also be obtained 
by an expansion of Eq. (2.15) in powers of A. However, 
it is easier to obtain an expression for A directly by 
minimizing the free energy; we shall return to this point 
later. 

Comparison with Experiment 

To date, the most definitive experiment to test the 
theory has been the tunneling measurements of Reif and 
Woolf.3 A comparison with their results can be made 
using Eq. (4.8) for the excitation energy gap, obtaining 
A(r,T) from Eq. (2.15) and using the observed de­
pression of the critical temperature to evaluate V. 
For any given sample, the initial slope of the critical 
temperature curve determines T/Ap(0). For this value 
of r /A p (0 ) , and for the desired temperature (T/TC

P 

^0.25 for their experiment), A(T,T) is determined from 
the solution of the integral equation and substituted in 
Eq. (4.8) to obtain the energy gap. The result is shown 

in Fig. 7 as the curve labeled O<-/Ap(0) along with the 
curve of Tc/Tc

p. The experimental points for the transi­
tion temperature are shown by open circles and the 
points for the gap by triangles. A linear extrapolation 
of the low-impurity-concentration points is shown as the 
dotted line. The lowest point at r /A p (0 ) ~0.3 is roughly 
the concentration at which no gap is measured. One sees 
that the quantitative agreement, although not good, is 
probably all that can be expected. Clearly it would be 
very desirable to do tunneling on a normal-supercon­
ductor junction, preferably at a low temperature to 
reduce temperature broadening effects, so that a direct 
comparison can be made with the density of states 
given by Eq. (4.2). 

Recall that the pure material was assumed to be an 
ideal BCS superconductor, that is, AP(0)ATC

P=1.76. 
This value is not observed in the thin films used in the 
tunneling experiments, but is about 1.90, a difference 
of about 8%. If the measured value of this ratio is 
introduced into the theory, the curves for Tc and A ( r , r ) 
are depressed and bring the theory into somewhat better 
agreement with the experiment. 

V. THERMAL PROPERTIES 

In this section we derive expressions for the specific 
heat and critical field of an alloy containing paramag­
netic impurities. These can easily be obtained from the 
free energy. One method of obtaining the free energy is 
to use the well-known relation involving an integral over 
the coupling constant for the superconducting inter­
action. This is, however, difficult to perform at arbitrary 
temperatures and impurity concentrations. Instead, we 
will derive an expression for the expectation value of the 
total energy using the previously derived Green's func­
tion. Then, using the fact that the essential effect of the 
impurities is to alter the density of states, we get an 
expression for the entropy and thus the free energy. 

In an approximation of a delta-function interaction 
with a strength V, the superconducting interaction 
energy is just — A2/V. We derive in Appendix A the 
following expression for the total energy Es in the 
superconducting state: 

A2 r 0 0 f rui>' du> 
Es = 4tf0 / del J —«/(«) ImSii(k,co) 

rwi>' dco I 
+ / _ o , ( W ( c o ) ) Img n (k , - « ) , (5.1) 

where gn(k,co) = (w+€)(€ 2+A 2-w 2)- 1 is the (1,1) com­
ponent of the tensor Green's function and we have 
introduced the cutoff COZ/=(COD2+A2)1 / 2 to make the 
connection with the BCS theory in the absence of any 
impurities. Substituting in this expression for g fand 
carrying out the integration over e, dropping terms odd 
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n e, we obtain 

A2 

Es 

= -2N0f 
J a 

-f 
Jo 

dec Im tanh§/3co 
QG (A 2 -* 2 ) 1 ' 2 

du Re-
fl<7 ( « * - l ) 

-co tanhJ/?co 
1/2 

do)N(o))2o) tanhj/fto. (5.2) 

The density of states enters in a natural way, but be­
cause the energy co contains not only the kinetic energy 
contribution but also the effects of the interaction, there 
is an additional term A2/Y. The impurity effects come 
in only through the altered density of states N(cS) and 
the self-energy A. The normal-state energy is obtained 
by setting A = 0 in (5.2). Since the integration over co in 
the normal state extends only up to COD rather than COD7, 
we add and subtract 

NJ 
J 0)1 

do)2ca tanh j£co « N0A
2, 

and obtain for the total energy difference between the 
superconducting and normal states 

Jo \ No / 

A2 

X2co tanh§#H 7V0A
2. (5.3) 

I t is absolutely necessary for the upper limit to be COD' 
rather than COD if we are to count correctly all terms of 
order A2 which are important in the free-energy 
difference. 

The entropy is 

5 - -2K Ek{^k l n » k + ( l - » k ) l n ( l - » k ) } , (5.4) 

where K is Boltzmann's constant, /zk is the Fermi func­
tion, and the factor of 2 is for spins. Converting to an 
integral over €k and then to an integral over co using 
Aro^€k=i\7(co)^co, we obtain 

S8 = 4JC / ĉo.V(co) l n ( l + e r ^ ) H , (5.5) 
Jo L ^-+1J 

where we have used the evenness of the integrand to 
write i t as an integral over positive energies only. Thus, 
the only difference from the case of no impurities is in 
the density of states. After subtracting off the normal-

state value, the free energy difference AF=AE— TAS is 

-FN=-N< o dJ -1 ) 
Jo \ No / 

X2cotanh|/3w+ 

4iVn ra*>' 

A2 

V 

N(u) 4yvo rD /Nw \ 
/ doA 1 

£ Jo \ No I 

X l n ( l + ^ « ) + 
£co 1 

e^+1. 
(5.6) 

Note that in our approximation, the normal state is not 
affected by impurities. The critical field for a bulk speci­
men of unit volume is then given by the usual formula 

Hc*/8ir = FN-Fs, (5.7) 

and the specific-heat difference by 

C8-CN=T(d/dT)(Ss-SN). (5.8) 

The expression for the free energy cannot be simplified 
any further and one must work out the integral numeri­
cally. We have not done this although it would not be 
difficult to do using the previous results of the calcula­
tion of JV(co) and A. Instead, we have concentrated on 
the limiting cases of T near absolute zero and T near 
the critical temperature for arbitrary values of the 
impurity concentration (or equivalently T). 

Low Temperatures 

We can evaluate the free energy at T= 0° by the same 
device employed in calculating A(0,T). In using the 
contour in Fig. 3, the integral over the arc does not con­
tribute and the integral over the imaginary axis can be 
converted to an integral over the variable in using 
(2.13). Then 

Fs(0)-FN(0) 

= -jiVoA2(o,r)[i--|7rr+fr2] for r < i 
- - i A T 0 A 2 ( 0 , r ) { l - r arcsin(r)-1 

for r > l , (5.9) 

where r = T / A ( 0 , r ) . For 7 > 0 , the free-energy differ­
ence is 

4 C»D /iV(co) \ 
Fs-FN = DQ(T,r)—No / dJ 1 

fi Jo \ No I 

Xln( l+<r*«) , (5.10) 

where D0(T,T) is just the right-hand side of Eq. (5.9) 
but with A(0,T) replaced by A(T,T). I n the gap region, 
12^5^0, we can replace the logarithm above by the 
exponential itself and therefore this correction term will 
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be exponential in T. Furthermore, using (4.13), D0(T,T) 
will be just Z>0(0,r) plus a term that is also exponential 
in T. Therefore the leading term in the correction for 
finite temperature will come from the change in the 
normal-state free energy with temperature. On the other 
hand, in the gapless region, the contribution from the 
integral and from D0(T,T) will be of order T2 just as is 
the contribution from Fx(T). In fact, to a fairly good 
approximation, we can replace the factor N(CC)/NQ in 
the integral above by its value at o>=0, namely, 
( r 2 - A 2 ) 1 / 2 / r and get 

term in T we obtain 

-D0(0,T)+Z(T*-A*y<*/T-11FN(T). (5.11) 

In either case the critical field for small temperatures 
will be of the form 

^c
2(r,r)=^c

2(o,r)[i-a(r)(,r/A(o,r))2], (5.12) 

where the function a(T) can be deduced from (5.11), 
(5.10), (5.9), and (3.5). We shall not go into this any 
further but go on to consider the specific heat at low 
temperatures. 

I t is most convenient to obtain the specific heat from 
the entropy (5.5). First, consider the region where the 
gap is not zero. In this case N(oo) is zero up to ilg and 
therefore if V is not too large, /?co will always be large and 

l n ( l + ^ w ) + / 3 « / ( ^ " + l ) « ^ « ( l + / 3 c o ) . 

Furthermore, because of the rapidly decreasing ex­
ponential factor, we can replace N(<a) by its value in the 
vicinity of S^. Again using (4.5) and (4.6) it is possible 
to show that 

(w-Oo) 1 " 
N(co) «tfo(f )1 /2~ A1/3. 

Therefore, 

^ = 4^o(f)1/2A1/3(12 (?
1/6r2/3)-1 

<V/6r2/3 

/.00 

J no 
X / du(a>-ttG)l/2(l+l3u>)e-P« 

= 4 / c7V r o( | ) 1 / 2 A 1 / 3 (0 G (
1 / 6 r 2 / 3 ) - 1 ^^ 

xf daW1' 
Jo 

•{l+fr>'+p&Q)e-*»', 

where because of the rapid convergence we have replaced 
the upper limit by infinity. Keeping only the leading 

Cs=(S7r/3y/2KNo-
A l / 3 ^ , l l / 6 e-WG 

V2/z (KTy/2 
(5.13) 

The gap in the excitation spectrum shows up as an ex­
ponentially varying specific heat in the superconducting 
state, as one would expect. Again note that this expres­
sion does not go over into the pure material value be­
cause of the inapplicability of the expansion of N(u>) for 
very small T. 

In the gapless region, T>A(T,T), the density of 
states is finite at w = 0 and is in fact given by 

iV(co)=iVo(r2-A2)1/2/r. 

Since the remainder of the integrand contributes 
principally for small values of co, a good approximation 
consists of retaining only the constant term in the 
density of states evaluated at T=0°, and extending the 
upper limit to °o. The net result is to change the entropy 
and therefore the specific heat in the normal state by a 
constant factor: 

CS=Z(T*-A*y'*/T1CN. (5.14) 

Therefore, in the gapless region, the specific heat de­
pends linearly on the temperature as in the normal state 
but with an altered density of states. These results for 
the specific heat at low temperatures were obtained 
previously in AG. 

Temperatures Near Tc 

We have already shown that the order parameter A 
goes smoothly to zero at the critical temperature for all 
values of the impurity concentration. Therefore we can 
use the theory of second-order phase transitions to 
expand the free energy in a power series in A around the 
critical point. To do this we expand the integrand in 
(5.6) in powers of A up to order A4. I t is easily shown 
that odd powers do not contribute. 

N(w) u 
l = Re-

N0 ( ^ 2 - l ) 1 / 2 
-1 

= R e - | 
A2 

-iV-
2l (co+ir)2. 4 («+*r)* (cc+iry J 

where we have used the fact that as A goes to zero, uA 
goes to (co+iT). Thus the free-energy difference near 
the critical point is 

1 r"*' r 2 2co n 1 
FS-FN= A*\— No-No / dJ to f ^ § / ? w + - l n ( l + e r / f c ) + — — - | R e 

-AW, ) I dco o> tanhj £ # o + - l n ( l + r * « ) -
2o) "l / 3 

efi»+ -M 1 
4 (o)+iry (co+ir) +»rW 

(5.15) 



A 1508 S K A L S K I , B E T B E D E R - M A T I B E T , A N D W E I S S 

Again, the upper limit in the last term has been replaced by infinity because of the rapid convergence of the 
ntegrand. Doing an integration by parts on the first term above gives as the coefficient of A2: 

1 raDf o) 
No du 1 

v Jo co2+r2 
- tanh J/fto. 

Note that this vanishes at the critical temperature as would be expected. The remaining integral can be evaluated 
in terms of the generalized Riemann zeta functions. Thus (5.15) becomes 

FS-FN= A2 No / da> tanh^co + A 4 — — [f(3, i + X ) - X f ( 4 , §+X)] 
\V Jo co2+T2 / 4 \27r/ 'o co 2+ 

=A*a1(z
i,r)+AVr,r), (5.16) 

where f(s,s;) = ]Ctt=o00(^+£)""""*, and X== Y($/(2w). This expression is valid for all values of Y for a suitable tempera­
ture interval near the critical temperature for which A is small. I t reduces to the BCS expression for r = 0. 

The order parameter is now obtained by minimizing (5.16) with respect to A. Thus 

A»(r,r)=-j[ai(r,r)/a2(r,r)]. 
Substituting in (5.16) for a±(T,Y)9 we see that the free-energy difference is proportional to A4, and therefore to 
(Tc-T)*. 

Expanding ai(T,Y) to second order in the small quantity (Tc—T), and evaluating a2(T,Y) at Tc we obtain 

A2(r,r)= 
2(l-T/Te){l-\£(2,$+\c)+$(l-T/Te)ll^ 

(/5c/2x)2[f (3, i + X c ) - X c f (4, | + X c ) ] 
(5.17) 

where X c = X ( r = T c ) . 
In the extreme gapless region, XC^>1, wTe recover the 

AG result, since 

If we keep only the (Tc—T) term, the critical field 
as obtained from (5.16) is 

ai(z\r)-> 
a t ( 2 \ D -

• -N&n<K\T<?-

• iVo/24r 2 , 

-r2)/i2r2, 

and therefore 

and 

A2(r,r)=27r2/c2(rc
2-r2). 

HC* / r \ 2 

=No 1 ) 

x-
[i~xcr(2,Hxc)]2 

(^c/27r)2[f (3, | + X c ) - X c f (4, J+Xc)] 
(5.18) 

One should be extremely careful in using these last 
expressions since they are valid over only a very limited 
range of values of Y. In fact, Xc is still almost unity for 
r /A p (0) = 0.49, i.e., within 2% of the critical value of 
0.5. Contributions from higher orders in (Xc)

-1 would 
not be negligible. 

FIG. 8. The disconti­
nuity in the specific heat at 
the critical temperature. 
Note that the horizontal 
scale is chosen so that the 
impurity concentration in­
creases towards the right. 
The superscript P refers 
to the value when T=0 . 

We shall be interested only in the linear term in the 
specific heat near the critical temperature, and therefore 
we need retain only the term in A2 in the entropy (5.5), 
evaluating the coefficient at T= Tc (the upper limit can 
be set equal to infinity with negligible error): 

SS—SN=-
2 A W 0 f 

Jo 

doo l n ( l + 6 r ^ ) 

j#cW 1 
Re-

^ « « + l J " (co+*T)2 

= - A W 0 ^ c ( l - X c f ( 2 , i + X 0 ) ) . 

[ 1 - X c f ( 2 , i + X c ) ] 2 

Cs—CN=12yT-
Cf(3 , J+X c ) -X c f (4 , J+X c ) ] ' 

(5.19) 

(5.20) 

where 7=|Ar
07r2/c2. The jump in the specific heat at the 

critical temperature is given by the right-hand side of 
(5.20) evaluated at Tc. This jump, normalized to its 
value in the pure material, is plotted in Fig. 8 as a func­
tion of the reduced critical temperature. 
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The specific heat has been measured in the La-Gd 
system9,10 and indeed shows a well-defined jump at the 
critical temperature that decreases as the concentration 
of Gd is increased. Unfortunately the interpretation of 
these measurements is clouded by the possible presence 
of both phases of La, and the theory may be in very good 
or rather poor agreement with experiment depending on 
the interpretation. 

VI. ELECTROMAGNETIC PROPERTIES 

A basic property of a superconductor is its ability to 
exclude a static magnetic field from its interior—the 
Meissner effect. We shall show that superconductors 
containing paramagnetic impurities display this property 
for all concentrations up to the critical value nc

i where 
the order parameter A goes to zero. The penetration 
depth increases with increasing impurity concentration, 
rising very sharply in the gapless region. We also calcu­
late the complex conductivity as a function of frequency, 
displaying explicitly the gap 20^ in the excitation spec­
trum. We expect that most samples of these alloys will 
have short mean free paths so that we can assume an 
essentially local relation between field and current, and 
therefore have neglected the dependence of the response 
function on the wave number q. Our results will in 
general be in the form of integrals that must be done 
numerically; however, for T=0°, we do the calculation 
in detail or give numerical results. 

The response to a weak transverse field is most con­
veniently described in terms of the wave-number and 
frequency-dependent kernel K(q,qo): 

i(q,?o) = K(qyq0)A (q,g0), (6.1) 
where 

A(q,ffo)-q=0, 
and 

K(q,qo) = KP(q,qo)—Ne2/mc. 

For the existence of a Meissner effect it is sufficient to 
show that 

lim Kp(qfi)<Ne2/mc. 
q->0 

We consider the function Kp(q£ln) with tin=2wn/—iff 
and n=Q, ± 1 , ••*. The analytic continuation of 
K(q,tin), which is defined for isolated points along the 
imaginary frequency axis, to real frequencies will be 
just the temperature-dependent function i£p(q,g0). In 
general, K is determined by a two-particle Green's 
function. We shall work only in the Hartree-Fock ap­
proximation where the two-particle Green's function is 
a product of single-particle Green's functions: 

e2 1 
Kp(q,Qn) = i £ 

m2c*X' — iff 

X E Tr(g(k+q, k', s,)S(k'-q, k, z,-Qn))„ 
V X(k-d)(k'-d), (6.2) 

9 D. K. Finnemore, D. L. Johnson, J. L. Ostenson, F. H. 
Spedding, and B. J. Beauduy, Bull. Am. Phys. Soc. 9, 267 (1964). 

10 D. K. Finnemore (private communication). 

where zy—(2v+l)ir/—iff, v=0, dbl, ± 2 , • • •, and a is 
a unit vector in the direction of A. The average of the 
product of g's is over the impurity distributions. The 
average of the product is not equal to the product of the 
averages; the difference can be expressed in terms of the 
vertex corrections. I t is well known that in the case of 
nonmagnetic impurities, the major effect of the vertex 
corrections is to replace the inverse collision time T2 by 
the correct transport value T2

tr which is defined in terms 
of the average of the scattering potential weighted by a 
factor (1—cosa), where a is the angle between k and k'. 
Although we have not worked out these vertex correc­
tions in the general case, we show in Appendix B for 
K(0,0) at r = 0 ° , that this is also the case for magnetic 
impurities to a very good approximation. Therefore, we 
will not make a distinction, in what follows, between the 
averaged product and the product of the averages, and 
will consider T2 to be an experimentally determined 
parameter. Alternatively, we can assume that only s 
wave scattering from the impurities is important. 

With this point of view 

ie2 1 
Kp(q,Qn) = Zk — -

m2c —iff 

XL,Tr [g (k ,^ )S(k -q ,^ -O w ) ] (k^ ) 2 , (6.3) 

where the Green's functions here contain the impurities, 
since they are determined from the set of self-consistent 
equations of Sec. II. Putting q=0 in (6.3), carrying out 
the angular integration, and replacing the k integration 
by an integration over €k, we obtain 

Ne2 f00 1 
Kp(0,Qn) = i / de 

2mcJ-o0 —iff 

XE,Tr[8(k,^)S(k,^-12 n)] , (6.4) 

where N is the number density of electrons. We must be 
careful in what follows to do the summation over v (or 
integration over co after we convert the sum to a contour 
integral), before the integration over e, since only then 
will the contributions far from the Fermi surface be 
negligible and allow us to replace k in the integral 
by kF.11 

Zero Temperature 

At r = 0 o , the summation over v goes into an integra­
tion over co over a contour that follows the real co axis 
below for co<0 and above for co>0. The continuation 
of Kp(0,ttn) to real frequencies q0 is accomplished by 
just putting 12w=670. Substituting in (6.4) for Q, the trace 

11 See, for example, A. A. Abrikosov, L. P. Gor'kov, and I. E 
Dzyaloshinski, Methods of Quantum Field Theory in Statistical 
Physics (Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 1963). 
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brings in a factor of 2 and we get 

Ne2 r r da wco_+e2+AA__ 
KP(0,qo) = i-

' r r do) 

J-n J c 2TT 

M A T I B E T , A N D W E I S S 

half-plane. The first term is 

d co 

c 2TT (€
2+A2-co2)(e2+AJ}-co_2) 2Jc 

doo-
c dco (A 2 - co 2 ) 1 /2 

Ne2 

mc 

/-00 r do) 

J-^ JC2T 

1 

e 2 + A 2 - c o 2 

c o £ _ + A A _ + c o _ 2 - A _ 2 

( e 2 + A 2 - c o 2 ) ( €
2 + A _ 2 - c o _ 2 ) 

, (6.5) 

2 - — [ L ( A 2 - ^ ) l / 2 j a b o v o L(A 2 -« 2 ) 1 / 2 Jba lowJ 

i (r «o 1 
= — lim 

2— IL^-A^+flVW,. 

.=a>—qo+iTr 
v_ { 

2C0 

A_=A+ir2-

( f l _ 2 — A 2 ) 1 / 2 ' 

A (6.6) 

( ^ _ 2 _ A 2 ) l / 2 

z/_ = (co_/ A_) A = u_A. 

Now it is the first term in (6.5) that gives rise to a formal 
divergence and must be done in the proper order: co first, 
then e. The second term is well behaved and we can 
interchange the order of integration. 

Consider the first term above. If we do a formal 
integration by parts on co, the integrated term behaves 
like co-1 and contributes nothing. The integral is, 
therefore, 

^ 2 _ A 2 ) l / 2 + i r J b e l o J ' 

and the square root goes into its complex conjugate as 
we cross the real axis, and has the limiting value co+fT 
above for large co. Therefore, this term just gives unity. 
And 

if def 
J-*> J c 

dco 1 i 
= 1 + _ / do) 

c27re 2+A 2-co 2 2 J c 

1 

(A2-co2)1/2 

The term unity just combines with the left-hand side 
to give the total K(0,qo) and thus 

Ne2 r 
K(0,qo)==i / dco 

' J c 2mc. 

1 

(A 2 - co 2 ) 1 / 2 

r ° de 
00 de cooL+AA_+co_2-AJ 

£di 
dco 

c27re2+A2-co2 

(e2+A2-co2)(e2+A_2~co_2) 

INe2 r 1 

2 mc 
• I d c o — 
J c (v 

£*/. 27r (€ 2 +A 2 - co 2 ) 2 aco 
( A 2 - c o 2 ) . X I 

(v2- A 2 ) 1 / 2 + ( Z L _ 2 - A 2 ) 1 / 2 + 2iT2 

vv-+A2 
r vv^+A2 -i 

L (y2-A2)ll2(vJ-A2)ll2J ' 
(6.7) 

Now this integral goes as e~4 for large e and thus we 
can interchange the order of the co and e integrations 
to get 

i r d T 
/ dcoco—-(A2-co2)-r 

J c 

1 

2TT dco 

2Jc 

- - [ 
2JC 

2 (A 2 - co 2 ) 3 / 2 

d 1 
dcoco 

c dco (A 2 - co 2 ) 1 / 2 

after carrying out the integration and expressing the 
result in a concise form using (6.6). 

We now have our result in a form with which we can 
calculate the penetration depth and absorption. 

Meissner Effect and Penetration Depth 

We need to evaluate K(0fi). Setting q0=0 in (6.7) 
we get 

K(0,0) = -
Ne2A2 

f 1 

/ dco 
Jc (v2-A2Y 

1 

mc 2 Jc (v2-A2)l/2+iT2v
2-A2 

dco-
c dco (A2-co2) 

-+'-[ 
1/2 2Jc 

do)- Ne2 A2 riQO 

c (A 2 -co 2 ) M 2 V / 2 
mc 2 -iat 

dco-
1 1 

(^2_A2)l/2_J_^ r 2 Z ;2_A2 ; 
, (6.8) 

Next, distort the contour so that it surrounds the posi­
tive real axis since there are no singularities in the lower 

where the contour has been deformed to run along the 
imaginary axis. Making the substitution co—>iy and 
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v—> ix in (6.8) and (6.6), Eq. (6.8) can be written as 

1 1 Ne2 

K(0fi)= A2, ^ 
mc Jo (x2+A*)1/2+T2x*+A* Jo (x2 

Using (6.6) to convert the integral over y to one over x9 

dy=dx[l- TA2/(x2+A2)3/2], 

and being careful to notice that the lower limit x0 when 
y=0 depends on the relative size of V and A and is in fact 

#o=0 for T<A 

#o=(r2-A2)1 / 2 for T>A, 

as can be easily established using (6.6), we finally obtain 

1 

FIG. 9. The penetration *L | 
depth at r = 0 ° in units 
of the London penetration 
depth, plotted as a func­
tion of T/Ap(0). The S\ 
sharp rise occurs at about 
the value 0.45 where the 
energy gap vanishes. 
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J^
~ 
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Case II: 

rw arccoshwr ~i 
•(vr)-*li+r(vT)-*i — — 

L2 ((nTY-iyzJ «vT)*-iy 

Ne* 
#(0,0) = A2 

mc Jxo (^2+A2)((a)2+A2)1«+r2) 
r 

21 dx— 

fwT*-%T+i\. 

x rt-
 rA' 1 

L C X 2 + A 2 ) 3 / 2 J 
(6.9) 

+r(^r)-3| f^r2—^r+i |. (6.10) 

[x 2(T-1) 
• (^r)-1[i+r(uD-»] — - — — - [(^r)2-1]-"2 

2 ( r 2 -1 ) 1 / 2 

XI arccoshr?r—2 arctanh 
r(r- i)^r-i) t / 2 

In Appendix B we derive the result including vertex 
corrections which is just the above but with the factor 

[(x2+A2)((^2+A2)1/2+r2)]-
1 

replaced by 

[(^2+A2)((a;2+A2)1/2+r2 tr)+r<A2]-1. 

One can assume that the exchange scattering is much 
weaker than the direct scattering, making T<<cr2. The 
term in T* above will therefore contribute negligibly to 
the integral and so can be dropped. The only other effect 
of the vertex corrections is to redefine T2. This is the 
principal justification for the remarks made earlier in 
which we agreed to interpret T2 as an experimentally 
determined parameter. 

The integral in Eq. (6.9) can now be done, and the 
result depends on both T and T2. Since T<r 2 , we need 
to consider three cases: (I) T, T2<A; (II) T<A, T2> A, 
and (III) T, T2> A. The results for K(0fl)/(Ne2/mc) are: 

L(r+1)«T+1) ] ) ) 
+0?rH (f^r2+i)(r-tr2-D1 /2) 

Case I: 

[ w arccos)?r ~] 

2 (l-foD*)1^ 

+r(7?r)-
3r|7?

2r2--77r+il 

\4 (r2-i)1/2/J 

where we have used the notation rj= r 2 /T and T= T/A. 
Note that here A=A(0,T). 

First of all we see that even in the gapless region, 
KT^O, and in fact it becomes zero only when r = r c r ; 
there is a Meissner effect for all values of r < r c r . Also 
we recover the nonmagnetic-impurity result of Abrikosov 
and Gor'kov12 in the limit T=0. 

In our approximation, the penetration depth is 
given by 

\ = [ - (4*/c)K(0,0)lru* . (6.11) 

This quantity is plotted in Fig. 9 as a function of the 
parameter T/Ap(0) for two different values of the 
parameter r 2 / r which one might encounter in an actual 
sample of such alloys. Note that the curves are not 
extended to very small impurity concentrations since 
we would not expect (6.11) to be valid here; in this 
region it is necessary to calculate the q dependence of 
K(q,0) explicitly. 

12 A. A. Abrikosov and L. P. Gor'kov, Zh. Eksperim. i Teor. Fiz. 
35, 1558 (1958) [English transl.: Soviet Phys.—JETP 8, 1090 
(1959)]. 
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a 8 -q 0 / 2 

< W 2 

(a) 

^ 6 - V 2 

flG
+qo/2 

(b) 

FIG. 10. Contours used in evaluating the integral in Eq. (6.12): 
(a) go<2£2<?, (b) qo>2QG, where QG is the impurity-concentration-
dependent function QG (0,T). 

Absorption 

We now calculate the frequency dependence of the 
kernel K. The real part of the complex conductivity, and 
therefore the absorption, is related to the imaginary part 
of K. Rewritten in a more symmetrical form that will 
facilitate further work, Eq. (6.7) becomes 

K(fi,qo)=~ 
INe2 

X 

2 mc Jc K 2 - A 2 ) 1 / 2 + ( ^ _ 2 - A 2 ) 1 / 2 + i 2 r 2 

0+7L.+ A2) 

(z ; +
2 -A 2 ) 1 / 2 ( f l_ 2 -A 2 ) 1/2 

(6.12) 

where oo± — oozLqo/2, etc. Now v has a cut along the 
real « axis from -co to — QG and from &G to oo. Now 
v—^co+iT as GO —>oo+ id(5>0), and A —>oo—iT as 
co-^oo — id, so that A goes into its complex conjugate as 
the cut is crossed. Using (6.6) for the case q0 = 0 it is 

*(0,go) = -
Ne2 

mc J UG+QQ, 

]\Te2 rttG+qj2 

ReCs 

2.0 3.0 
q0/2A 

FIG. 11. The real part of the conductivity for q = 0, at T=0° 
plotted as a function of frequency for several values of the im­
purity concentration. A is to be understood as A(0,r). 

then possible to show that as the cut is crossed, 

v —* v*, 

(*>2-A2)1/2-> - | J > 2 - A 2 ) 1 / 2 ] * , 
( z , 2 _ A 2 ) - l / 2 _ > - [ ( Z , 2 _ A 2 ) - l / 2 ] * j 

v r v 

(6.13) 

(vz—A?y/2 L(z>2-A2)1/2J 

Le t us write A± = v±/(v±
2-A2)1/2, B±=A/(v±

2-A2)1/2
y 

C±=(v±
2-A2)1/2. Then (6.12) becomes 

INe2 r 
K(0,q0)= / 

2 mc J c 

l-A+A_-B+B_ 
doo-

c c_+c++i2r2 
I t is convenient to give q0 a small imaginary part so as 
to separate the cuts for v+ and &_. 

For the case q0<2ttG, the contour is shown in Fig. 
10(a). Over the interval QG—q0/2 to Qa+qo/2, we have 
, 4 _ - > ( l A ) A - , £ _ - > ( l A ) 5 _ , C L - M ' C L , where, for 
example, CL= (A2—^_2)1/2, and because v_ is real in this 
interval, the quantities A_, 2L., and C_ are all real. Then 

r00 \l-A 
I dooRel 

A+A__-B+B_ 

doo Re 
mC J QQ-.q0/2 

+C++i2T2 

l-(l/i)A-A+-(l/i)EjB+ 

iC-+C++i2T2 

(6.14) 

We immediately have that Im7£(0,g0) and therefore Recr(0,^0) is zero for q0<2Q,G. 2QG again plays the role of a 
gap in the excitation spectrum—there is no absorption of electromagnetic radiation until enough energy is supplied 
to cause a transition into states above the gap. 

When q0>2ttG, the contour is that shown in Fig. 10(b). Incidentally, this is also the case to consider in the 
gapless region of impurity concentrations. Then 

]ye2 p£lG+q0/2 

Ne2 r™ 
K(0,q0) = - / doo Re 

mc J aa+q0;2 

i A 

J —! 

; / 

doo Re 
mc ./_GflH-ao/2 

Ne21 r~nG+qo/2 

1-A+A_-B+B_ 

C - + c + + f 2 r a 

1 - {\/i)A_A+- (l/i)B_B+ 

iC-+C++i2T2 

f 1+A+AJ*+B+BJ* 1-A+*AJ*-B+*BJ* 

mc 2. tiG-QQ/2 I -c_*+c++i2r2 -c_*-c+*+*2r2 
(6.15) 
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The last term is complex so that there is a contribution to ImK(Q,qo) for q0>2Qc- We shall be interested only in 
the real part of the complex conductivity 

Re<r(0,q0)+i lma(0,q0) = (c/iqo)K(0,qQ). 

Furthermore, for values of q0 that are not too large [</0T<<C1, where r is essentially (2T2)~1 with the reservation 
noted previously concerning vertex corrections], we can neglect all terms in the denominator of the third term 
above compared to F2. Then 

1 Ne2 r-^o+q^n 
lm^(0,^0) = / d<a Re{A^J*+A+*AJ*+B+BJ*+B+*BJ*} 

4 m c r 2 JnG-g0/2 

<TN r~®G+q*n f v+ v_ A 
dcol Re Re + R e Re-

c JnG-qo/2 I ( ^ - A 2 ) 1 ' 2 ( ^ - A 2 ) 1 ' 2 (?;+
2-A2)1 /2 ( a J - A 2 ) 1 ' 2 

where we have used r 2 = (2 r ) - 1 and <rjv~iVe2r/m. Finally, 

Reer(0,$0) 1 r-*°+*»'2 1 r~ Qo-
doo{n(o)+q0/2)n(o)—q0/2)+m(o)+qo/2)m(o)—qo/2)}, (6.16) 

0"2V Qo J fi(7-g0/2 

for qQ>2QlQ and zero otherwise, and n(o)) = Rev/(v2—A2)1/2 and m(co) = ReA/(v2— A2)1/2. These functions are just 
the density-of-states function and the kernel of the integral equation for A, respectively. Notice that n(co) is an 
even function and m(<a) an odd function of <a} and therefore the two terms above come in with opposite signs since 
the range of integration is over negative arguments. However, n(o))>m(o)) so that the result is positive. For the 
case of nonmagnetic impurities, r = 0 , and (6.16) reduces to the result of Abrikosov and Gor'kov12 and Mattis 
and Bardeen.13 Note that the ratio ReoVcrjy has the same form in both the dirty limit £<££ of Abrikosov and 
Gor'kov and the extreme anomalous limit of Mattis and Bardeen. This comes about because in both cases we can 
approximate the kernel I(<a,R9T) of Mattis and Bardeen by I(cofl,T). 

Equation (6.16) is plotted in Fig. 11 for different impurity concentrations. In the gapless region, the conductivity 
is proportional to the square of the density of states as q0 —» 0. 

Nonzero Tempera ture 

For temperatures greater than zero it is convenient to write Eq. (6.4) in terms of an integral over co following a 
contour that encircles the imaginary axis in the positive sense. Then Eq. (6.4) becomes, after substitution for g, 

Ne2 r" r do f 1 &£_+AA_+£_2--A_2 l 
Kp(09Qn)=-i— del - / ( « ) + - - , (6.17) 

mcJ-n JC>2TT U 2 + A 2 - O > 2 {e2+A2-u2)(e2+AJ-<hJ)\ 

where w_ and A_ are defined as in (6.6) but with 12» replacing qQ and, /(w) is the Fermi function. We must handle 
the formally divergent first term above by first doing an integration by parts over co. Proceeding in the same 
way as in the T=0° case, the first term becomes 

*>/(«) 1 i f /(co) 
— / dec 

. (A 2 -co 2 ) 1 / 2 J 2Jc> (A 2 - a3 2 ) x / 

l\eUz r dr « / («; -i i r J{a>) l 
\— I dec— / dec [ 

mc\2Jc, do;L(A 2 -co 2 ) 1 / 2 J 2 Jc> ( A 2 - £ 2 ) 1 / 2 J 

On dis tor t ing the contour in t he first t e r m so as to sur round the real co axis from 12^ to co a n d from — QG t o — oo, 
a n d using t he proper t ies of (v2— A2)172 as one crosses t he cu t and /(—co) = 1 — / (w) , t h e t e rms conta in ing the F e r m i 
function give zero a n d the remainder is jus t Ne2/mc. Again, this combines w i t h Kv on the lef t-hand side to give 
K, and the result is 

Ne2 r dca f TT f00 co£_+AA_+co_2-A._.2 } 
K(0$n) = - i / — / ( « ) — + / de 

mcJc^TT l (A 2 »co 2 ) 1 / 2 J^ ( e 2 + A 2 - c o 2 ) ( e 2 + A _ 2 - c o _ 2 ) J 

INe2 r 1 T vv_+A2 1 
= duf(co) 1 . 

2 mc Jc> (v2-A2)l/2+{vJ-A2)l/2+i2Tl. (v2-A2)1/2(vJ-A2)1/2J 
(6.18) 

13 D. C. Mattis and J. Bardeen, Phys. Rev. I l l , 412 (1958). 
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Before going on to calculate the frequency- and temperature-dependent conductivity, we derive an expression 
for the temperature-dependent penetration depth. Putting 12n=0 in (6.18) and deforming the contour t.o encircle 
the real axis from 0<? to oo and from —0(? to — <*>, we obtain 

INe2 r 1 r v2 i 
K(0fl) = / ^co/(co) 1 

2 mc J (v2-A2y/2+iT2l z>2-A2J 

/ &>/(«) [X-A2-]. (6.19) 
J C+iT2 

Using the properties of v and (a2—A2)172 as the cut is crossed, this can be written as 

! ,00 rl-A2 l - ( ^ * ) 2 n 
• / d«( l -2/ (ca)) 
JVQ lc+iv2 - c * + ; r 2 J 

INe2 

2 mc 

INe2 r rl-A2 l - (^*) 2 

J C ( O , O ) = — ; - -/ v : : : 
2 mc J2G L C + i r 2 — C^+iT^-

Ne2 /-00 f - A 2 l 
= / do) tanh|/fo Re . (6.20) 

mc JvG [(v2-A2)((v2-A2y/2+iT2)\ 

We can evaluate this integral in the limit of temperatures close to the transition temperature as was done earlier 
with the free energy. That is, we retain only the leading term in A2. Since K is already proportional to A2, the 
remainder of the integral can be evaluated at A=0 , T= Tc. 

Ne2 

K(0,0)^—A2
l 

mc 

2 / da> tanhj0cco Re , 

Jo L(o)+ir ) 2 (a ;+i r 1 )J 

with r x = T + r 2 . The result is 

Ne2pc
2A2 oo r / TiPe\/ 1 7 3 A 2 - ] - 1 

K(0fi)= E \[n+i+ 1U+4+—) • 
mc 4TT2 n=oL\ 2?r A 2TT / J 

In the limit of large Ti (short mean free path), we can neglect n-\-\ compared to Tifle/2w in the denominator 
and then 

Ne2 A2£c / TI3C\ 
K(0,0) = f(2,i+—) 

mc 27rTi \ 2?r / 

aN(3c ( T(3C\ 
= A2f 2 , | + — ) , (6.21) 

ire \ 2TT / 

with 2 r i ~ ( T ) _ 1 and /3C and A are the values in the presence of the magnetic impurities. The penetration depth 
follows from Eq. (6.11). I t reduces to the usual result for r = 0. In the extreme gapless limit, I7?C>£>1, (6.21) reduces to 

£(0,0) = - (4X*/CT)*NK*(TC2- T2) 
and the penetration depth is 

c r™N( T2\-\-1'2 

X=- 1 , (6.22) 
4TKTCL r \ T 2 ) \ 

the result obtained previously in AG. Note that this relation is true for all temperatures provided Tj3c^>l because 
then Tc itself is small. Unfortunately, as remarked earlier, the condition T/3C'^>1 is not satisfied except over an ex­
tremely limited range of impurity concentrations close to the critical value. 

To conclude this section, we simply state the results for the temperature-dependent kernel K(Q,q0); the conduc­
tivity follows from a(0,qo) = (c/iqo)K(Q}qo). The details of the calculation are given in Appendix C For positive 
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qo, in our usual notation, 

INe2 /-00 l+AA+*+BB+* 
K(0,q0)=- / do) {tanhf/3(a?+g0)-tanh|jfoo} 

J fi(? — C+' 2 mc JaG -C+*+C+i2T2 

INe2 p i\-l-AA+-BB+-\ % fl-AA+-BB+" 

2 mc 
• / da>\\ tanh§0(a>+tfo)+ tanhj/fo 
AG IL C+C++t2r2 J L C+C++i2T2 J 

1AV rfi« (l-(l/t)lA+-(l/i)BB+) 
/ dco2 Re — : 1 tanh§j8(o>+qo) 

I iC+C++i2T2 J 

/ dwl tanh|/?(co+^0), (6.23) 
2 mc Joff-M I -C*+C++i2Tt -C*-C+*+i2T2 I 

where the lower limit on the third term is 12G—go for q0<2Ua, and — S2(? for g0>2O<y, and the fourth term appears 
only for g0>212(?. Note that in contrast to the case at T=0°, the first two terms have an imaginary part even for 
#o<2Qc?. Therefore there will be absorption even in the gap when T>0°, This is just the contribution from the 
thermal excitations across the gap which are not present at T=Q°. The integrals themselves must be done numeri­
cally. We remark that Q& is the impurity-concentration and temperature-dependent function QQ(T,T). 

VII. CONCLUSIONS 

These detailed calculations show clearly that the essential feature of superconductivity is the correlation of the 
electrons rather than the existence of a gap in the exciation energy spectrum. For even in the absence of a gap, so 
long as correlations persist there is an ordered state below a certain critical temperature which displays the usual 
properties of a superconductor. We have not discussed persistent currents, although this can be done without diffi­
culty with the use of the sum rule for the conductivity. This shows that such currents are possible in spite of the 
absence of a gap, but we leave this for a later report. 

APPENDIX A 

In this appendix we derive Eq. (5.1) for the total energy. The Hamiltonian is 

5C= E , [dtyJ(x)V*f,(x)-iVi:, fdhrpJ(x)^(x)^^)M^+Z<rZi U i ( r - W ( * W * ) 

= 3CK+3CF+3C!+3e2, (Al) 

where x=(t,t), Sih=Sx(Ri)zhiSv(Ri) are the impurity spins and we have assumed a local superconducting inter­
action of strength (—F). The equation of motion for the operators ^t(ff) and ^tf(x) are 

( i - + Fx(r) U t(*) = QM*),3CF]+Ei-Viii-RiXSrtiW+Srtt ix)) , (A2) 
\ dt 2m J 

( d V'2 \ 
-i—+ Fx(r') W ( < 0 = D W ) 3 C F ] + E ^ « ( r - » * ) ( - 5 ^ t ( ^ ) - 5 < V t t ( ^ ) ) (A3) 

\ dt' 2m / 

with a corresponding pair of equations for ^t(#) and ^tf(#), and where Fi(r) = 5Z»^i(r—Ri). Now multiplying 
through (A2) on the left by ^t+(x') and (A3) on the right by ^t(#), integrating over r or r' and similarly for the 
spin-down equations, and adding all four equations together setting x=x' at the end, we get 

[d*r\(i i—\fW)fi(x))+(i i — W c * ^ * ) ) ) =25Cx+23Ci+23Ca+45CF. 
J [\dt dt') \ dt dt'J J „ * 
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Carrying out the average over the impurity distributions, and the ensemble average, this becomes 

2i \dh\ (i i—]Su<(x-x') = 2<3C>+2(3CF>, 
J [\dt dt'J J *„*/ 

where <^i\<{x—x')^—i(^^{x,)^^(x)), and (3Q) = Es is the total energy. Furthermore, (3£)v is — A2/T, so that 

Es = i (Prlli i—)QII<(X~X,)\ . (A4) 
V J [\dt dt'J \ x=x> 

Introducing the Fourier transform 
1 

Sn(x-^) = Ek — L,Su(k^)^^ c ^ / W k - ( r - r , ) , 
we get 

A2 2 
Es = — EkE,^Sn(kA>~^°", 

V 0 
where zv=(2i>+l)ir/—i(3, J > = 0 , ± 1 , • • •. Conver t ing the sum over v to an integral over a contour enclosing the 
imaginary co axis in the posit ive sense we have 

A2 r do) 
Es = - 2 i £ k / - ^ o 8 n ( M / ( « ) « w 0 + , 

V Jc2ir 

and /(«) = (e^M-l) - 1 . Using the fact that g is analytic except for a cut along the real axis from — <x> to — UG and 
from QG to co , and the fact that ImQ changes sign as we cross the cut, the contour can be converted to one sur­
rounding the real axis to get 

A* ( f00 r~co)du 
Es = 4 E k / + / —coImgn(k,co)/(a))^+ . (A5) 

Putting co —» — co in the second integral and dropping the eM0+ (which merely assured convergence) we get Eq. (5.1). 

APPENDIX B 

We derive an expression for K(0,0) including vertex corrections at T=0°. The major contribution will come from 
the ladder diagrams and we consider only these. In this approximation, the equation for the vertex part is 

Ap(k,«) = r o * p + E k ^ ( k - ^ ^ ^ (Bl) 

where p=x, y, z, and the average is over the impurity distributions. The interaction matrix Ol(k—k') will have 
the following form 

c U ( k - k / ) - E ^ • & l ( k - k / ) r 3 + ^ ( k - k / ) S r S r o > - ^ k - k , ) • R ^ (B2) 

Now it is not at all obvious that the exchange interaction term will just be proportional to r0. In general it will 
not be. However, for the particular case we are considering (q = 0, qo=0), a more detailed calculation (which is 
faciliated by using the Eliashberg14 four-component spinor notation) shows that the spin-dependent effects can 
be represented in the above form. 

Now the vector Ap must be directed along k; therefore, on introducing the function 

* , * ( « ) = Z k ' < < u ( k - k ' ) S ( k » A , ( k » g ( k » « a ( k ' - k)) a v , 

the equation satisfied by $(co) is 

M(") = F ^ ( k - k O S ( f e ^ (B3) 
Using the assumption that cll(k--k') is essentially independent of the magnitudes of k and k', and carrying out the 
average over impurities we get 

S(S+l) 
<t>(a>) = «4 X > | »i(a) | 2 C O S a r 3 9 ( k > ) ( T o + < K c o ) ) g ( k > ) r 3 + M i £ * ' I "2(a) | 2 C O S a g ( k » ( T 0 + < j f > O ) ) g ( k » , (B4) 

14 G. M. Eliashberg, Zh. Eksperim. i Teor. Fiz. 38, 966 (1960) [English transl.: Soviet Phys.—JETP 11, 696 (I960)]. 
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where kF
2 cosa=k-k'. Making the ansatz < (̂co)=7(o;)ro+5(co)r3+)Lt(co)T1 and doing the integration over ev, it is 

easy to show that 5(co) = 0 and we get coupled equations for 7(0?) and ju(co) whose solutions are 

1+7(«) = 1+ 
IV 

2(l-tt2)8 / 2+r2*«2--IY 
, /*(«) = 

•r2*ft 

A(I -<) 3 / 2 +IW--IY 
(B5) 

where IY, and IV are denned exactly as Ti and T2 were except that the angular average is weighted by a factor 
cos a. Now 

ie2 r d<* 
Kp(0,0)=— Lk / -Tr[S(k,co)(r„+^(co))g(k,co)](k^)2. 

Substituting for $(co) and Q and carrying out first a partial integration over co and then the integration over €k 
just as in the body of the text, we get an expression for .£(0,0): 

i f (0,0)=-
Ne2A2 

.1 dec— 
Jc (v* 

1 

mc 2Jc (w2-A2)[(»2-A2)1/2+tT2
te]+fr'A2 ' 

(B6) 

where IYr is defined in terms of the angular average weighted by the factor (1 —cosa). We see comparing Eq. (6.8), 
that the effect of the ladder diagrams is to change T2 to T2

tr and to add the factor iPA2' in the denominator. 

APPENDIX C 

The contour in Eq. (6.18) can be deformed to that shown in Fig. 12, where the cuts for v and z;_ are displaced by 
the purely imaginary "frequency" On. The function K(0,q0), extended to all values of the complex frequency q0, 
will have singularities, since the contours C2 and C4 can pass through the points a)=(2n+i)ir/—if3 where the 
function f(cc) becomes infinite. Therefore, to continue the function K(0,ttn) analytically, we must avoid these 
singularities. This is accomplished by noting that f(<a) = f(a>zL2nir/(—i/5)), so that by using the transformation 
o)—tin—> — co', the integral over C2 combines with the integral over Ch and similarly for the contours C3 and C4, 
For example, 

INe2 /•-«*»» \\-AA_-BB_ 1+AAJ*+BBJ*\ 
C2= / do>\ /(«) 

-Q<H-°. I c+c_+i2r2 c-c_*+i2r2 J 

= / < 

2 mC J-£lQ+Qn 

1 Ne2 

2 mc JsiG 

where we have used the fact that v —> — v_ and z>_ —> — v as co—On —> -co', and /(—a/+12n) = f(—uf) = 1 — /(a/). But 

INe2 

(C2) 

1 l\ez r~ 

2 mc J-a 

f duf(<*){h(A,A-,B9B-,C,CJ)-h(A, -A„*, B, - £ _ * , C, C_*)} 
J-SlG+Qn 

! /.00 

• / du'(l-f(o:')){-k(-A-, -A, B_, B, C_, C)+A(-^- , ^4*, R-, - 5 * . C_, - C * ) } , (CI) 
J Qa 

i iV6z rw 

Ci= / duf{h{A,A_,B,B_££J)-h{-A*, A„, -B*, 5_, - C * , C_)}/(«')-
2 wc JQG 

C _ 3 _ ^ 6 

c L ^ ^ 

-a6+an 

i l 6 C| 

c4 

^ 6 + a n 

(a) 

- i i 6 +q 0 a 6 + q 0 

(b) 

FIG. 12. The contour used in evaluating the integral 
in Eq. (6.18). Qa means UG(T,T). 

FIG. 13. Contours used in evaluating the temperature-dependent 
function K(0}q0): (a) qo<2nQ, (b) qo>2QQ, where QG means 
OG(r,r). 

file:////-AA_-BB_
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Therefore, Eqs. (CI) and (C2) can be combined to give a single integral over the contour Ci. In exactly the same 
way, the integral over C\ combines with the integral over C% to give a single integral over the contour C3. After 
substituting back for A, B, C in terms of v, etc., the result for the function K(0,q0) analytically continued for all qQ is 

Consider q0 real and positive. As at T = 0°, two cases arise, q0< 2i2<? and, q0> 212G, because in following the contour, 
different values for the phase of v and (v2— A2)1/2 will come in for the two possibilities. (See Fig. 13.) 

For q0<2QG, 

INe2 r00 11-AA--BB- 1+A*A_+B*B_ INe2 r00 \\-AA--BB_ 1+A*A-+B*B^) 
K(0,q0) = / d « ' t a n h W { 

2 mc JvG+qo I C+C_+i2r 2 -C*+C-+i2T2\ 
INe2 r-00 \1+AA_*+BB_* 1-A*A_*-B*B_*} 

/ dc/tanhJ/V } 
2 mc J-QG I C-C_*+*2r2 -C*-C_*+^2r 2 J 

1 Ne2 CQG+QO 

2 mc J aG 

f 1 - (l/i)Al_- (l/i)BB_ l+(l/i)A *A_+(l/i)B*B_] 
/ do)' tanhJjffa/ \— [ 

Jun I iC-+C+i2T2 iC--C*+i2T2 J 
(C4) 

If in the first and third integrals one makes the transformation a/—>a;+go, (v—>v+, V-—±v), and in the second 
integral the transformation a/—» -co, (v—*—v, IL_—> ~v+), and then combines terms, (C4) becomes 

INe2 r00 l+AA+*+BB+* 
K(0,q0) = / do) ^ {tanhf0(cd+£0) - tanhf/fo} 

J QG ~~ C+ 2 mc JQG -C+*+C+i2T2 

INe2 r \rl-AA+-BB+\ r\-AA+-BB+\* 
/ do)\\ tanh|0(co+go)+ 

2 mc JQ0 IL C+C++i2T* J L C+C++i2T2 J 
INe2 rQo a-(l/i)AA+-(l/i)BB+] 

/ da>2 Re tanh§/3(co+?o). (C5) 
2 mc JnG-n I fC+C++7*2r2 J 

For g0> 20(?, in exactly the same way, we get (C5) again except the lower limit on the third term is —-Oc? instead 
of QQ—QQ, and there is an additional term 

INe2 r°G \1+A*A++B*B+ l-A*A+*-B*B+* 
do) I ! 2 mc JaG-Q0 l - C * + C + + * 2 r , -C*-C+*+*2r f J 

tanh!/3(cd+£o). 
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